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Problem Statement

* ML models make incorrect predictions on input instances obtained
from poor environments.

* Should we settle with incorrect predictions?

* No, we design a recourse module that seeks instances under
alternative settings.

* The instances generated under these settings are hopefully amenable to
correct predictions.



Skin-Lesion Example

This image is poor
because it is captured

under extreme lighting
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Skin-Lesion Example

Capturing objects
under better settings
enhance accuracy
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A 3D object recognition task

* We consider the shapenet Dataset that consists of 3D models of many
kinds of objects

* These objects can be rendered into 2D images under various settings.

* The settings used to render the object affects the classifier
performance.



A Chair object under 9 settings

side view, zoom in, front view, normal zoom, top view, zoom in,
pink light white light green light

front view, zoom in, side view, normal zoom top&front view, normal zoom

yellow light white light white light

top&side view, zoom out top&front view, zoom out top&side view, zoom out
pink light green light yellow light
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Recourse Architecture
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Recourse Architecture
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Recourse Architecture
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Recourse Architecture
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poor setting Trigger Recommender
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Training Objective

For instances that do

not need recourse

maxz log [[ 1 T XUHBIJ)) fb(y,'|x,j)]
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Training Objective

For instances that need

recourse

?‘;iﬁz log [(1 — 7T(xija/3ij)) fo(yi | xij)
ieB i (xii. B)falyi | Z (21, argmaxg go(8 | xj. ﬁ,-,-)))]




Training Objective

Proxy for human

We do not model Z

g];);Zlog[ 1 — T Xyaﬁ )) fé’(y/ |xu)
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Training Objective

gﬁ;ﬁz log [ (1 — W(XU,BU)) fe(}/i | Xij)
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Classifier Training (fg (v|x))

We use an iterative

AlgOl‘lthm 1: GREED greedy algorithm to

« Training the classifier on for training fy dentify instances likely
entire training data may be Require: Data T = {y;, { to be recoursed
suboptimal especially when 1: V Uiep{{i} x B;
some poor instances will be % 0, 0°(0) « P2
recoursed at test time. 3; for ke [b] do

* Thus, we should focus § foréf(’zj)ﬁe] Yo

training fy on instances F(0"(RU{(i,5)}), RU{(i, 5)})
after recourse. (3% 7)< BIgMAX(; j)ev\R Ll(z:3)]

R+ RU{(i*,5%)}
9k+1(R) < TRAIN(F'(e, R)) /
Return 0k+1(R)
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Classifier Training (fg (v|x))

Algorithm 1: GREED We first estimate the
« Training the classifier on for training fy improvement in accuracy if

entire training data may be an instance is recoursed

Require: Data T = {y;, {

suboptimal especially when 1: V = Uep{{i} x B;}
some poor instances will be 2: R+ 0,0°(0) < Tg .0))
recoursed at test time. 3: for k € [b] do
4:  for (2, 72€ V\ R do
* Thus, we should focus 5. L[(i, )] =
training fg on instances F(6*(RU{(i,§)}), RU {G,5)})

after recourse. 6: (27,7 ) < argmax; jev\r £1(4 J)]
7. R+ RU{(i",j")}

8:  0"TY(R) « TRAIN(F(e,R))

9: Return 6" (R)




Classifier Training (fg (v|x))

« Training the classifier on
entire training data may be
suboptimal especially when
some poor instances will be
recoursed at test time.

* Thus, we should focus
training fg on instances
after recourse.

Algorithm 1: GREEDYALGORITHM

for training fy

Require: Data T We drop the instance that is

1: V = Uiep{{i} (a) Poor

2: R« 0, 6° (0) (b) Amenable to recourse

3: for k € [b] do

4:  for (i,57) € V'\

5: L[, 5)] =
F(0"(RA1(i. /) 1. RU{(i, 1)})

6: (7'*7]*) = a’rgmax(i,j)EV\R L[(Z,j)]

7. R+ RU{(",j")}

8: 0" '(R) « TRAIN(F(e,R))

9: Return 6" (R)




Classifier Training (fg (v|x))

Algorithm 1: GREEDYALGORITHM

« Training the classifier on for training fy
entire training data may be Require: Data T’ — {y;,
suboptimal especially when 1: V = Uiep{{i}
some poor instances will be 2: R+« 0,6°0) We train the classifier by
recoursed at test time. 3: for k € [b] do iterati"ei'r:'sf;sf:;”g such
* Thus, we should focus ‘51 forﬁ(;(,z{)j)e] 4
training fg on instances F(6*(RU{(j

after recourse.

. 0**+1(R) « TRAIN(F(e, R)) J
. Return 6! (R)

6: oA
7. R+ RU{AL . %)}
8
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Recourse Recommender Training (gq)

» Given an instance (x, 8), g outputs alternate setting 8 " to render
objects.

* But we do not have supervision for such good settings.

* Thus, we can make g emit settings that produce better classifier

dCcuracy. Itis enough if g predicts

good settings for instances
that need recourse




Recourse Recommender Training (gq)

» Given an instance (x, 8), g outputs alternate setting 8 " to render
objects.

* But we do not have supervision for such good settings.

* Thus, we can make g, emit settings that
accuracy.

But Z is unavailable

argmax Z maxlog[fg(yz[ (2.8 J)gq’b (B xij,Bij)]

¢  iecDjeB; "
m(xij)=1




Recourse Recommender objective

We borrow ' labels from within the
training data from instances that have

better accuracy

o i;;, i \log [fo (v | Xz'r)[gqb (Be |20 )]

JEB;



Recourse Recommender objective

For groups that have all bad instances
we set 'that corresponds to the best

For groups that have atleast one good

. I/
instance, we borrow f* from them estimated counterfactual accuracy

= 5 max log [fo (i | %ir) 96(Bir | %i5, Big)l H Y _ log gy (argmaxg fT (y; | xi5, 8) | x5, Bij)
1€Dg ‘ 1€ Ds
JEB; €EB;




Recourse Recommender objective

Counterfactual accuracy estimated
for x;; under alternate setting 8

ma,x Z max IOg f0 Yq | xzr) gqb(:Bzr lngalgm + Z log 9o (argmaxﬁﬂfCF(yi |xij7,3ﬂ| Xijs IBZJ)

r€B;
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Y. lyi = 9,85 = Bl f5(ys = y|xi5)
(i,5)eV
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Recourse Trigger ()

* Recourse Trigger module does not contain any parameters.

* During inference we trigger recqi s e actual
accuracy under the recourse setSEEERCMIEANEREAENESENa cy than
the original instance. Ymax = argmaxyfe (y1xij)

7T(Xijn@ij) — ]I[fCF( |Xij::37,jj) > f'g\(ymax |Xij)]

/

sy = a,rgmaxﬁ g&;(ﬂ | ngaﬂ%]))



Classifier Performance

Training Data Shapenet-Large | Shapenet-Small | Speech-Commands Skin-Lesion
Full-data (Baseline) 71.93 £ 0.63 62.97 = 0.80 51.85 £ 1.08 56.42 £ 0.80
One-shot subsetting 72.63 £ 0.54 65.00 £1.11 54.66 X 1.2 60.89 4+ 1.11

Iterative greedy (Ours) || 77.14 £+ 0.63 | 74.13 £+ 1.10 65.76 = 1.44 68.62 £ 0.90




Recourse Recommender Performance

—e— Only ¢ —e— Constant = TRM
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(a) Shapenet-Large. (b) Shapenet-Small. (c) Speech Commands. (d) Skin-Lesion.



Recourse Trigger Performance

—e— Score based Recourse Recommender —+— RecourseNet () —e— Random-greedy

—e— Full Automation based Recourse Recommender —e— Random
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o
o

Recourse Accuracy
o
~



Thank You!




