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Introduction PairNet Algorithm e PairNet outperforms state-of-the-art ITE estimators across binary and
i continuous treatment benchmarks with high statistical significance

Treatment 7 applied to individual with covariates X leads to outcome Y(7) 1. Given training data point (x, 7, y) o qi ]—

o C.hallenge: outcome is observed only under one treatment 7. We cannot 3. gample neighbouring data point (¢, 7,y) ©0.5) L y TLearner 1.34 (0.00) 4.29 (0.03)  0.32(0.01)
directly regress r against (X, 7, T). s.t. d(x, x") = |ly(x) - w(x)| is small o(x) M(X Meta |RLearner 3.24 (0.00) 3.94 (0.00) 0.32 (0.15)

4. Optimise (¢, u) to minimise Pair Loss , Learners |DRLearner 1.35(0.00 3.33(0.08)  0.32(0.14

Factual Loss: regress Y against (X, 7) to estimate u(x, ) = E[Y(¢) | x], infer ITE Loss = [(v-)) - (ui(@(x)) - uo(@(x))) ]2 L earner 1 o1 EO 00; 33 EO 10; 030 20 01;

t(x, 1, 7) = a(x, 1) - 4(x, £'). Only utilises factual outcomes; naive strategy. - h . D . L th ——— —— ———

The probability of the /"' sample with treatment 7, being paired with ;"™ sample ~ |TARNet 0.83 (0.11) 2.71(0.29)  0.32(0.00)

e Confounding: covariates X are correlated with 29 with treatmen.t [is proportiqnal to the.softmax of.the. negative dista.nce between Represl_ee”;?r:';'s‘ CERNet 1.11 (0.00) 3.45 (0.06) 0.33 (0.00)
treatment T in training data. 4(x, ¢) incurs higher them, promoting nearby pairing. This induces a distribution over neighbours: ClexTENet 1.26 (0.00) 5.37 (0.00) 0.36 (0.00)
estimation error where Pr(z | x) is low. Pairing | @ q (x' | x t') e e'd(x»x')p ,(x') q (x') = [g (x' | x t')p (x)dx ' ' ' ' ' '

. A . r ‘ t r t e - IPw 0.93 (0.04) 2.57(0.41)  0.33(0.00)
each (x, 7, y) with (x, 7, ') is impossible. & Weighting
Pri ks add his fund broblem hroad . Theoretical Analysis: Bounds on ITE Risk for Binary Treatment bragoniet 0.83(0.11) 2.72(0.28) 0.33 (0.00)
e Prior works address this tTundamental problem in two broad ways: PairNet 0.69 (0.00) 2.46 (0.00) 0.32 (0.00)
0 S o Meta-L.ea.rner.s: two-stage I"earnlng:’ es’tlma’t.e nuisance par’ame:cers Define the error residue r (x) = i(x, ) - u(x, 1); u = Pr(2); p (x) = Pr(x| 1)
c = e Matching: pair (x, ¢, y) with “nearby” (', 7, y’'); assume u(x, ) = y - ) 5 SEHE (Ut on 1HDP SEHE (ou) o ACIC
O e Generative Models: model counterfactual distribution ITE risk & = [ (n(x) - ro(x))* p(x)dx DairN f hina (kNN
s erneral S| > 5 (NN e PairNet outperforms matching (kNN)
8 Limitations: faUHy pseUdO'OUtCOme supervision = Zt Mt“ (X) (x)dx T Ixr'l (X) (x)dx 2.[ ()C)I" (X)p (X)d)C] . : :icrtli::’lc 35 7 &= ° and Factual across different levels of
S . Pair Loss € . =3 u, [ [, (r(x)-r, ()?p ) g,(x' | x)dx'dx iy proximity between covariates in a pair
> é o Regulgnsgt:gp. balance qb(x).dlstrl.butlon.s across treatments =3 ”‘t[ [ x)zpt(x) Jr + Ix"ﬁ-t(x')z%(x') dy' -2 [.r()r, () p () g (& | x)dx’ ] e PairNet is less sensitive to variation in
o E o Rewe:ghtmg.l |n\l/(e.rse we.lghtl.ng \]:VI’[h estimated propensity Pr(z]| x) 1.0 g eees 2.5 proximity, outperforming factual loss
Limitations: lack inductive bias for z; poor propensity estimates Integral Probability Metric IPMG(p, g) = SUngGUg(X)(p(X) _ q(x))dx\ 05 T T -; o eaeo. LT even for random pairs
Motivating Our Approach: PairNet t >oftmax Temperature (A =)
We show that € __ < € air +2u [ B'IPMG(pt, qt) + 2 K. (5\/8F ] |

PairNet avoids pseudo-outcomes by modifying the matching objective. | | | | | | , e Tocreate pairs for IHDP News TCGA-0

For binary treatments, 7(x) = E[¥(1) - Y(0) | x] = u1(x) - uo(x) assuming expected neighbour distance < 6, r, is K-Lipschitzand r'/B € G. continuous treatments first drop 90% data

ITErisk = > (z(x) - #(x))2 = 3 (u1(x) - wo(x) - fir(x) + fio(x))? The bound converges to zero for large data showing the consistency of PairNet. ~ sample treatment 1°~ U(0,1) DRNet [2.45(0.00) 1.42 (0.00) 0.52 (0.00)

" ST o4 MMBGa = 0,08 * Then we sample (x, 7, ) PairNet |2.27(0.00) 1.32(0.00) 0.44 (0.00)
We can't simultaneously access u:(x) and This bound is tighter than the bound . such that [f°-7] < 0.05 VCNet |1.73 (0.02) 1.24(1.00) 0.43 (0.02)
in traini i of Shalit et al. for Factual loss: e PairNet outperforms VCNet — R A
w(x)  with nearby sample (¥, 1-1¢, ) € e S 2(8 +€_+BIPM _(p,,p,)) significantly when dataset /(0. -0 (L. /(L

Matching : (v -y - fi(x, 1) + i(x, 1- 1)) size is reduced

PairNet Zi(y -y -, 1) +a(x’, 1-1))?

0.0

. covariates X — e PairNet is not very sensitive to hyperparameters O pair and num_,
Experiments e When applying Pair Loss to other representation Iearnlng T-Learners
S (Floss, ITE Risk * : . | (CFRNet, DragonNet, FlexTENet) we observe similar performance gains
Pair Loss can be decomposed into factual loss @ (anoss TE R Performance Metric: PEHE error (square root of empirical ITE risk); we also ¢ We do not observe any statistically significant variation in performance on

and residual alignment terms: . e et report p-values for a one-sided paired t-test comparing PairNet to baselines changing the weight of the residue alignment term (y Al )G - a4, 1- 7))
S(y-alx D)2+ G -4, 1- 1))? Datasets: IHDP, ACIC, and Twins (Binary); TCGA[0-2], IHDP, News (Continuous) @

PairNet avoids pseudo-outcome /i(x, 1- 1)

o

W
1

-2 (v-alx, )) - 4, 1- 1) PairNet is model agnostic; can use any T-Learner architecture. We use TARNet

ITE Risk ([T — 1) -

The last term promotes a positive correlation - For continuous treatments we consider both DRNet and VCNet architectures Scan QR code to access
among error residuals for near covariates which & Implemented in JAX within the CATENets library with default hyperparameters full paper, code and author ‘; .n"
is a necessary inductive bias for ITE estimation. = *"0e o et L PairNet constructs pairs using vy, the representation ¢ trained on factual loss. homepages
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Hyperparameters: 6§ . (fraction far pairs dropped) and num_, (# pairs/sample) @




