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GP Equations

▶ Training Data D = {(xi , yi )}Ni=1

Assumptions

▶ y = f (x) + ϵ; ϵ ∼ N (0, σ2)

▶ Prior [f (x1), · · · , f (xN)] ∼ N (0,K )

▶ Then the target variable [y1, · · · yN |f] ∼ N (f, σ2)

Problem Statement

▶ For a test point x∗, find the label y∗. Because noise is anywas
zero-mean, we are interested to find Pr(f ∗|x∗,D)



Write the formula for Pr[f, f ∗]



Pr(f ∗|x∗,D)

Pr(f ∗|x∗,D) =

∫
f1,··· ,fN

Pr(f ∗, f1, · · · , fN |x∗,D)df

=

∫
f
Pr(f ∗|f, x∗,D) Pr(f|x∗,D)df



Data Likelihood Pr(f|x∗,D)

Question: Can you remove some terms from the conditioning set?



▶ Pr(f|D) ∝ Pr(D|f) Pr(f)
▶ Pr(D|f) = Pr({(xi , yi )}|f)

Question: Simplify this further and obtain an expression for the
Data likelihood. Note That expression should not involve x.



Finally, by analytically evaluating the above integral, we get the
data likelihood as:
Pr(f|D) = N (K (K + σ2I )−1y, σ2K (K + σ2I )−1)



Question: When the Data Likelihood the maximum? i.e., when will
the GP perfectly fit the dataset?



Posterior Pr(f ∗|f, x∗,D)

Some properties of Multi-variate GPs



What is the marginal Pr(f ∗)
What is the conditional Pr(f ∗|f)



Tying all together

Pr(f ∗|x∗,D) =
∫
f Pr(f

∗|f, x∗,D) Pr(f|x∗,D)df Question: Why is
the result of above integration Gaussian?



Some complicated math gives us:



Question: How should k look like for the above equation to act as
1-Nearest neighbor regressor?



Question: Do the labels y affect the variance of f ∗?



Explain the Sampling Procedure

Give the Pseudocode used to obtain these plots.



Consider a Gaussian Process f (x) ∼ GP(0,K ) where K is the RBF
kernel K (x1, x2) = exp(−1

2(x1 − x2)
2), where x ∈ R and mean is 0.

We have one data point D = {x0 = 0, y0 = −1}. Answer the
following :
(a) What is −2µ(x) + 4σ2(x), where µ(x), σ2(x) are mean and
variance of the posterior distribution of f (x)|D when

▶ x =
√

log(4)

▶ x → ∞
(b) Let y1 = f (x =

√
log(4)) and y2 = f (x = −

√
log(4)) be 2

Random Variables. What is y1 + y2 where
y1, y2 = argmaxPr(y1, y2|D) ?



Suppose we want to sample a point x such that a GP that is fit on
D exhibits the least variance there. Formulate the objective that
gives us this.



We are estimating a 1-D regression function f (x) as a Gaussian
Process GP(m(x),K (x , x ′)) where the kernel function

K (x , x ′) = σ2
f exp(

(x−x ′)2

2τ ). m(x) = 0. Each
yi = f (xi ) + ϵi ; ϵi sinN(0, σ2). Assume Training Data
D = {(xi , yi )}Ni=1. Express briefly in qualitative terms the shape of
the mean of f (x |D) posterior to seeing the training data D in
terms of the following properties:

▶ Noise σ2 is very large.

▶ Length scale τ changes from 10−4 to 104.


